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Problem 
State-of-the-art face alignment performance: 
Comprehensive (high-level) facial contour accuracy: excellent 
Local landmark (low-level) facial contour accuracy: poor 
 

Problem Source 
Algorithmic weaknesses of machine learning: 

• Deficient optimization and regression 
• Insufficient training 
• Erroneous feature detection 

 

Examples 

 
 

Motivation 
Poor local accuracy compromises quality performance for facial 
contour accuracy-sensitive applications such as 3D face modeling 
and face animation. 
 

Applications 
The popularity of face alignment is ever increasing in industry 
today, and many applications continue to suffer from local contour 
inaccuracies. Here are some examples: 

• TAAZ.com - online virtual facial makeover application. 
• Face Switching – special effect application. 
• Face De-Identification – facial stock replacements to 

preserve online photograph privacy. 
• Burst-mode Facial Replacement – “the perfect picture.”  

 

Goal 
Create an efficient edge detection based facial contour refinement 
algorithm for face alignment post-processing, and demonstrate its 
effectiveness in fixing such contour inaccuracies.  
 

 
 

 
 
Algorithm 

 
For a cascading series of line segments parallel to the contour 
generated by the alignment result, shift the original alignment 
landmark q to the midpoint m of the line segment li with the 
highest score determined by function f 
 
 

 
 

where ! is the detected inter-pupillary distance and EPD is the 
response function returned from multi-scale Piotr Dollar’s edge 
detection [2]. 

Introduction Method  
 

 
A selection of sample post-refinement results from the Helen image dataset [4].  
Landmark point color codes: ground truth labels, occluded alignment labels, 
non-occluded alignment labels, post-refinement labels. 
 

Results 

 
 
Quantitative Performance 
Measurement logistics: 

• Alignment algorithm used for pre-refinement: All Pose Face Alignment 
Robust to Occlusion [1] 

• Error metric: average perpendicular distance to the ground truth contour 
normalized with respect to the inter-pupillary distance. 

 
 
 
 
 
 
 
 

Experiments 

 
 
Observations 
Remaining issues to be addressed: 

• An edge detection based approach to contour adhesion is 
naturally weak and sensitive to shadows and hair. 

• The local accuracy of human-labeled ground truth for many 
of the images from the datasets is questionable. A 
qualitative assessment is needed for a more accurate 
representation of visual performance. 

 
Future Work [in progress] 
Use machine-learning algorithms to train a classifier(s) to 
prematurely reject pre-refined landmark points that could 
potentially suffer from negative improvement after refinement. 
 

Discussion 
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