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Problem

* Certain assemblies require fine dexterity

* Changing manufacturing processes prevent the use of
traditional robotic systems

* Current robotics systems cannot adapt to operator variability

* Goal: To recognize human activity for robotic assistance in
human-robot collaborative tasks

Sample Scenario: Assembly of a Motor

Problem: To assemble a motor consisting of multiple parts

* Labor is divided between a robot assistant and a human agent.
* Assembly is performed by the human agent
» Part/tool delivery is performed by a robot assistant

* Ditferent assemblies require different tools and parts

* Tools and parts are transported to the human agent from a
storage container

* Work space and tools are limited - Only one tool and part maybe
checked out from the storage container at any point in time
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Forward-Backward Algorithm
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Parameter Estimation using Baum-Welch
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Observation Distribution at State 13: KL Divergence = 0.0268
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Future

* Explore Explicit Duration Hidden Marke
* The current method of parameter es
for all states
* Implement Beam sampling to limit t
time step.
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