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OBJECTIVES POLICY REPRESENTATION EXPERIMENT VALIDATION
e Improve the locomotion of articulated 1. State Space Structure of the A3C meta-agent: 1. Experiment Setup
robots in unstructured environments e Modular time y(t) = mod(t,Ts)/Ts omnaon G Y e Platform: 16-module series elastic ac-
e Explore the relationship between decentral- e Shape parameters 5(s,t)" tw tuated snake robot
ized control and distributed learning. e External torque in shape space F'(s,t)’ _@oﬁcyn(;][;w@] — e Only 8 planar modules were active
e Nominal shape parameters 5} - - . .
- o e Tested 2 version of decentralized con-
INTRODUCTION s = (u(d), Bs,)", Fis,t)7, Bo ). (1) troller:
The locomotion of snake robots continues to be of 2. Action Space o 1). Learning-based Controller

Discrete increments in Amplitude and Spa- 2). Admittance Controller

interest to researchers because their high degree

of actuation makes them appropriate for a variety tial Frequency (SpF) O nion T Windon2  Widows J, Wi Windon s Wi to adapt shape parameters
of complex terrains and applications. o Amp. increment ay € {0,£A4} {ES”mA:W” T Ann S Aas S }— 2. Experiment Result
e SpF increment a,, € {0, +A,}
3. Actor-Critic NetWork Figure 4: Structure of the A3C Meta-Agent
We design the Actor-Critic networks as 2
neural networks with weights ¥ 4, ¥ both 4. Shared Reward

using 4 fully connected layers to approx-
imate the stochastic policy and the value
function respectively.

e Shared reward based on the instanta-
neous forward progression

e Better for collaborative tasks (locomo-

Figure 6: Learning-based controller in peg array
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Figure 1: Snake robot in unstructured environments Llnputsme ]7 y . . - - r, = tanh ( lambda,. - H X( t) B XO,i 2) ©)
. g Layer 1_ ReLU{. Layer2_ RCLU;_. Layer3_ ReLU}_. Layer4.M> Value Average
we present a learning approach that leverages re- Lover = Rayer2 o Layer 3 [ Layer d
cent advances in distributed reinforcement learn- Figure 3: Actor-Critic Network Structure

ing to learn a decentralized control policy:.
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The Learning data is collected on a pegboard: Rather than initializing the learning agent with | | Figure 7: Learned controller outperforms the compli-
R R — . doml ded le th ant controller by more than 40%
[VVorker 1] [_w()rker z] [worker 3] [\_Vorker 4] [worker 5] Worker 6 IR NP e [ e g randomly seeded parameters to sample the state-
e | | | o TR Qe el B E S ' action space, we propose to use recorded actions
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of the current state-of-the-art compliant controller. CONCLUSION
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The proposed approach also shows that an indi-
vidual agent in distributed learning framework
can be assigned to an independent portion of the

, , , , robot. The learned policy is tested on the robot
Bootstrapping offline using A3C algorithm and the performance is shown to outmatch the

6 agents are trained until 50,000 episodes current state of the art by more than 40%, on a
the 6 windows correspond to the 6 agents set of randomized environments.

310 trials of compliant controller in Pegs
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T TOW T THIEOw & TTTTOW = THHEow = TRGom = e s 39 steps per episode to match 1/2 gait cycle

trol windows Figure 5: Snake robot wearing a polyester sleeve
traversing an unstructured peg array.

Figure 2: Analogy between A3C and the snake’s con- .o 2
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