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Research Question

Can we generate visually descriptive captions for images of humans?

Problem Definition

Given an image of width X, height Y, and colors C, we define the 
transformation ϕ, tuned by parameters θ, into a sentence, as a sequence 
of integer word ids yi from a vocabulary [3] of possible words.

Baseline Generates Ambiguous Captions

Our Contributions

○ We develop two cost functions for the descriptiveness of word choice 
and for the visual grounding of word choice.

○ We propose a novel inference adaptation method to encourage 
existing models to generate detailed captions.

Evaluation On Existing 
Benchmark Is Misleading

Our styled captions have lower benchmark 
scores on the MSCOCO [4] dataset, compared to 
the baseline [1] algorithm.  This result is 
misleading when viewed in context.

The MSCOCO [4] dataset uses words that have 
many more synonyms than what is available in 
our vocabulary [3].  The benchmark is biased 
towards less descriptive captions.

Encourage Descriptive Words
● The model learns to use words with many 

synonyms, which implies a given word is 
more general.

● Our cost function is the sum of distances from 
word x to the closest K other words in the 
vocabulary embedding space η [3].

● Our hypothesis is that descriptive words have 
fewer close synonyms.

Encourage Visual Words
● Prior work [2] demonstrates that detection of 

attributes improves the descriptiveness of 
captions from the baseline [1].

● Cost of word x is the probability of visual 
grounding in the source image I, trained with 
DeepFashion attributes [5].

A man riding a 
skate board on 
top of a ramp .

D(x)
A man riding a 
skate board on 
top of a ramp .

A man riding a 
skate board on 
top of a ramp .

G(x, I)
A man riding a 
skate board on 
top of a ramp .

Our Model Uses Words With 
Less Synonyms

We perform stylistic transfer onto the initial state 
of the LSTM.  Captions generated after a few 
iterations have significantly less synonyms on 
average than the baseline [1].

Descriptive Cost Function

Visual Cost Function
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Our Method Improves Visual Descriptiveness Of Captions

With no additional training, maximizing the expected Q value during 
inference time successfully produces captions that are more visually 
descriptive (and sometimes more correct) than the baseline.

Deploying Our Framework 
Onto The Shmoobot

Image captioning is an important ability to enable 
the Shmoobot to interact with the visually 
impaired, and perform remote monitoring tasks in 
the workplace.

Our framework interacts with the navigator on 
Shmoobot to go to a verbally specified location, 
caption what is seen, return to the user, and 
verbally describe what was seen.

Low Cost

High Cost

Low Cost

High Cost

a baseball player 
holding a bat on a 
field .

a baseball player 
holding a bat on a 
field .

Stylistic Transfer
● Maximize the expected values for D(x) and 

G(x, I) during inference time with respect to 
the initial state s0 of the LSTM.

Before:
a baseball player holding a bat 
on a field .

After:
baseball player swinging a bat 
at home plate during a 
baseball game .

Before:
a man holding a nintendo wii 
game controller .

After:
woman playing wii video 
game in a living room .

Before:
a train traveling down train 
tracks next to a building .

After:
steam engine train traveling 
down train tracks next to trees 
.

Before:
a group of young men playing 
a game of frisbee .

After:
a group of men playing soccer 
on a field .

Before:
a group of people playing a 
game of frisbee .

After:
batter baseball catcher and 
umpire at home plate during 
a baseball game .

Before:
a man riding a skateboard 
down a ramp .

After:
skateboarder doing a trick on 
a ramp at a skate park .

1. Shmoo, go to 
the hallway.

2. Shmoo, look 
around you.

3. Shmoo, tell me 
what you saw.

I see a laptop computer on a wooden table.


