
§ Pain assessment and management are important across a wide
range of disorders and treatment interven2ons1.

§ The standard clinical assessment of pain is limited primarily to
the subjec2ve reports (e.g., Visual Analog Scale (VAS)).

§ While convenient and useful, subjec2ve reports have several
limita2ons (e.g., inconsistent metrics, reac2vity to sugges2on).

§ We propose an automa,c and objec,ve pain intensity
measurement using spa,o-temporal changes in facial
expression.

§ 66 facial points tracked using Ac4ve Appearance Model2. 

§ Face registra4on and warping using Delaney triangula4on.
§ Normalized facial video sequences.

UNBC McMaster Pain Archive2

§ 25 Participants with shoulder pain
§ 200 video sequences 
For each video sequence:
§ Three self-reported pain scores 
ü Affective Scale (AFF)
ü Sensory Scale (SEN) 
ü Visual Analogue Scale (VAS) 

§ Offline Observer Pain Intensity Rating  (OPI)
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Face Registra4on And Warping

Two level 5 fold Cross Valida4on  Stratified distribution of data

§ Dataset is split into five independent folds
§ Well distributed pain intensities per fold.

§ Ensures model training is not biased due
to skewed training distribution.

Data distribu2on across 5 folds: Mean Square  similarity to 
the en2re dataset

Experimental Setup

The CNN-RNN Model  trained on spa4al and temporal features

Inter-variance loss penalizes the difference between self-reported and observer’s 
reported pain scores.

CNN: AlexNet3 trained to learn frame-by-frame spa4al feature (4096D per frame).
RNN: 2-layer GRU4 trained to learn per-video temporal dynamics of facial features.

Loss Func4on:
MSE        Inter-variance Loss.   L2 Regularisation

End-to-End Spa4o-Temporal Deep Model

§ Automatic, objective, and reliable measurement of pain intensity from
facial expression is feasible.

§ The proposed loss function exploits the consistency between different pain
intensity measures.

§ Stratifying data on average improved VAS and OPI results by 13.6% and
8.9%, respectively .

§ OPI offers a more objective assessment of pain intensity.

Conclusions
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§ Our Model: spa4o-temporal modelling of temporal changes (OPI and VAS).

§ DeepFaceLie5: summary sta4s4cs as proxy of temporal changes (VAS only).

Experimental Results
Ø Mean Absolute Error (MAE) in pain intensity measurement: VAS [0-10], OPI [0-5]
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