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One of the fundamental problems for robotics is object 
grasping. Many situations and places can use grasping 
robots to help people complete their jobs and personal 
issues. However, there are tons of object kinds, object 
geometries, and material types. We need robust, grasping 
robots to grasp objects in such a wide range.

Introduction

Training RGB Model

Methods
Our new approach is going to combine RGB images 

and existing depth image network to achieve a higher 
success rate in grasping transparent and reflective objects. 
We have achieved higher success rate for transparent and 
reflective objects than state of the art. (The results of FC-
GQCNN, RGB-ST, RGB-G, RGB-C are all from [5] )

Result Conclusions

We present an adaptive Multimodel fusion for grasping 
transparent and specular objects. Our model combines 
depth- based and color-based models under supervising 
learning, which requires paired depth and RGB images, 
outputs from two types of models, and does not require 
any RGBD-based simulation. We show our fusion model 
has better performances than state of the art model in 
transparent and specular objects and similar in opaque 
objects. 

While we can use the final success label to train our 
model, our model can generate itself online when it does 
real grasp. We are also interested in using this work to 
more types of models, such as side grasping and multi-
finger grasping.
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Adaptive Multimodal Fusion for Grasping Transparent and Specular Objects

State-of-the-art object grasping methods[4] rely on 
depth sensing to plan robust grasps, but commercially 
available depth sensors fail to detect transparent and 
specular objects. Even for opaque objects if we change 
light conditions to some particular angle, depth cameras 
also fail to detect real depth distances.[7] Through depth 
images, we can training models to predict the success rate 
for each point and each grasping angel. 

RGB image for transparent and reflective objects

Depth image for transparent and reflective objects

State-of-the-art Object Grasping Method Architecture

Our Fusion Model

Training Weighted Model

For this work, we use a very similar representation of 
the Fully Convolutional Grasp Quality CNNs (FC-
GQCNN), which is state of the art depth-based model. 
And by using this fusion model[6], we combine RGB and 
depth models. 

Thomas et al.[5] using supervision transfer [1], [2], [3] 
to train a model for a modality (such as RGB). Their 
dataset D′ only use opaque objects that depth-based 
grasping methods typically perform well.

We train the fusion using a similar representation of 
MoDE[6]. !"# is our fusion model, $% is the grasping 
point we choose, % is the final success label, &' and &( are 
input images(Depth and RGB).  Loss function: 
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• FC-GQCNN : State of the art depth-based model
• RGB-ST: Supervision transfer model
• FC-MoDE: Our fusion model
• RGB-G: FC-GQCNN with grayscale image inputs
• RGB-C: FC-GQCNN with RGB image inputs


